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Abstract— The aim of the  following article is to compare the Shannon’s entropy of 
literary text to its translation into another language. A calculated entropy  may 
provide information about quality of translation. As a space of events was chosen a 
set of all the various words forming a text. Based on the frequency of their (words) 
occurrence in a text, the entropy was calculated.  
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