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Abstract— Today, because of the rapid developments in both
computer hardware and software industries, the increase in the
storage capacities of huge databases, the data mining and the
usage of the useful patternsthat reside in the databases, became a
very important research area. In parallel with the rapid increase
in the data stored in the databases, effective use of the data is
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techniques are used. Storing huge amount of incigasta in
the databases, which is called information explosi is
necessary to transform these data into necessaryuseful
information. Using conventional statistics techmgufail to
satisfy the requirements for analyzing the datathe last

years, the newly developed concepts Data Mining and
Knowledge Discovery in Databases are getting more
important One of the approaches used in data mining and

becoming a problem. To discover the rules or interesting and
useful patterns from these stored data, the data mining
techniques are used. If the data is incomplete or inaccurate, the

results extracted from the database during the data discovery
phase would be inconsistent and meaningless. Rough sets theory
is a new mathematical approach used in the intelligent data
analysis and data mining if data is uncertain or incomplete. This
approach is of great importancein cognitive science and artificial
intelligence, especially in machine learning, decision analysis,
expert systems and inductive reasoning.
There are many advantages of the rough set approach in
intelligent data analysis. Some of these advantages are being
suitable for parallel processing, finding minimal data sets,
supplying effective algorithms to discover hidden patterns in
data, valuation of the meaningfulness of the data, producing
decision rule set from data, being easy to understand and the
results obtained can be interpreted clearly. In the last years, the
rough sets theory is widely used in different areas like
engineering, banking and finance.

Keywords - rough sets theory, data mining,
discovery

. INTRODUCTION

Today, the size of the data stored in the databafdbe
organizations is growing each day and therefore faee
difficulties about obtaining the valuable data. &lmtses are a
collection of relational and non-recurring data rteeet the
demands of the organizations. Because the datadstorthe
databases is growing each day, it is getting hefataghe users
to reach the information. In the last few years;ause of the
rapid developments in both computer hardware afftivare
industries, the increase in the storage capacibieduge
databases, the data mining and the usage of tliia psd¢terns
that reside in the databases, became a very inmpagsearch
area. To discover the rules or interesting anduligetterns
among these stored data in the databasesp#ta Mining

knowledge discovery is rough sets theory. Accordimghis
method, which is proposed in the beginning of 1981 is
thought that knowledge can be obtained from evéijgat in
the universe.

In this study, a sample application about rule @iscy from a
decision table using rough sets theory is presented

II.  DATA MINING AND KNOWLEDGEDISCOVERY
IN DATABASES

Data Mining is a discovery process of the hidddorimation
from the data which is yet unknown and potentiakgful. On
the other hand, according to Raghavan and Sevier,ndaing
discovers the general patterns and relations hidtdéime data

. [1].
decision table, rulepecision rules are one of the widely used techrige

present the obtained information. A decision rulemarizes
the relation between the properties. To transfdrenraw data
residing in the database into valuable informatisayeral

stages of data processing is required. Data Minggn

iterative process that acts as a bridge the gapeleet logical

decision-making and the data, and is possible lHssification

for finding the useful samples or using and comignthe

classification rules from the samples. This procamsbines
the approaches used in different disciplines likachine

learning, statistics, database management systetata

warehousing, and constraint programming [1].

In recent years many successful machine learnipticapions

have been developed, in particular in domain o& daining

and knowledge discovery. One of common tasks paedrin

knowledge discovery is classification. It consistsassigning
a decision class label to a set of unclassifieegaibjdescribed



by a fixed set of attributes (features). Learningoathms
induce various forms of classification knowledgeonir
learning examples, i.e., decision trees, rules, eBian
classifiers. Decision rules are represented as cadbgi
expressions of the following form:

IF (conditions) THEN (decision class)

where conditions are formed as a conjunction ofmeleary
tests on values of attributes. A humber of varialgorithms
have already been developed to induce such rules.
Decision rules are one of the most popular typknofwledge
used in practice; one of the main reasons for thade
application is their expressive and easily humatable
representation [2].

There are many successful applications of datammiprocess
in many different areas. In Data mining applicasiomany
methods to discover the useful patters are availaht each
method has advantages and disadvantages over ikes.ot
However, if needed, the advantages of differentis could

be combined and hybrid methods could be createce Th .

process of creating hybrid methods is a work of loimng

computational intelligence tools.

Many algorithms are used to implement a DM proc@se

reason is that some technologies result better tharothers
for different tasks, states and subjects do. Indiwe of the
data mining lies a model creation process thatessmts a
data set. A model creation process that represed&ta set is
generic for all DM products, on the other hand, finecess
itself is not generic.

Some methods used in DM processes are rough ssisyth
Bayesian networks, genetic algorithms, neural netsyduzzy

sets and inductive logic programming.

DM functions are used to determine the patterndypat may
exist in the DM tasks. Generally, DM tasks are sifeed into

two categories: descriptive and estimator. Desgapinining

tasks characterize the general properties of tha ohathe

database. On the other hand, estimator
inferences from the available data to make estonati[3].

The samples of the DM functions and resulting disced

pattern types are classification, clustering, sunza#on,

estimation, time series analysis, association rutegjuence
analysis and visualization.

. ROUGH SETSTHEORY

Rough sets theory is proposed by [4] in the beggnof
1980’s and it is based on the assumption that avlaulge can
be obtained from each object in the universe [5, 6]

In rough sets theory, the objects, characterizedhbysame
information, have the same existing knowledge; thisans
they are indiscernible. Indiscernibility relatiomshproduced
using this way forms the mathematical basis ofrthagh sets
theory. The sets of the same indiscernible objentscalled

with certainty. Significantly, rough sets, in cast precise
sets, cannot be characterized by the informationthefir
elements. A rough set and a precise set pair dhedctne
lower and upper approximation of the related rosgt Lower
approximation contains all the objects belong te set, but
upper approximation contains the objects that malpry to
the set. The differences between these lower argerup
approximations define the boundary region of thegioset.
The lower and the upper approaches are two basatifuns in
the rough sets theory.

There are many advantages of the rough sets apphoatata
analysis. Some of them are as follows.

e It finds minimal data sets and generates a decision

rule from the resulting data.

e It performs the clear interpretations of the resaltd
evaluation of the meaningfulness of the data.
 Many algorithms based on rough sets theory in

particular are suitable for parallel processing [6]

of data. This capability is very useful in engiriagr

Rough sets can handle large volume of and any type

analysis and modeling that several most appropriate
solutions exist, that many sub-systems are managed
by many variables and the relations exist betwhen t

sub-systems and affecting the performance of each

mining makes

other.

* Non-linear or discontinuous functional relations
modeling capability supplies a strong method tlaat ¢
qualify the multi-dimensional and complex patterns.

Because generated rules and used properties are not

excessive, the patterns are concise, strong andystu
In addition, it supplies effective algorithms tadithe
hidden patterns in the data.

Rough sets can identify and characterize the
uncertain systems.

to understand logic patterns, where the inspeciah
validity of the data required or the decisionstalen
by the rules and suitable for the supported sibuati
this method is successful [7].

IV. BASIC CONCEPTS OFROUGH SETSTHEORY
The basic concepts of rough sets theory are exqidielow.

A Information Systems

In rough sets theory, a data set is represented table and
each row represents a state, an event or simpbpjpatt. Each
column represents a measurable property for ancolfge
variable, an observation, etc.). This table islecalan

information system. More formally, the pa&:(U,A)
represents an information systeh.is a finite nonempty set

“elementary set” and form the smallest building blocks that is called universe and\ is a finite nonempty set of

(atoms) of the information about the universe. Som

combinations of those elementary sets are cakeidp set,
otherwise the set is calleddugh set Each rough set has
boundary region. For example, like the unclassiftdgects

roperties. Here, fddadA, a:U - V,. The selV, is

called the value set @. Another form of information
systems is called decision systems. A decisionesydi.e.,
decision table) expresses all the knowledge abdwitntodel.

Because the rough sets show the information as easy



A decision system isAZ(U,A D{d}) form of any information systemAZ(U,A) are called the atoms of
information system. Hered [JA are decision attributes. information systemA
Other attributesaLJA —{d} are called conditional attributes.

Decision attributes can have many values, but lsthéy
have a binary value like True or False [8, 9].

C Discernibility Matrix

The study on the indiscernibility of the objectscaried out
B Indiscernibility by [11]. In this study, indiscernibility function nd
indiscernibility matrix related to the creation efficient
Decision systems, which are a special form of imiation algorithms for creating minimal feature subsystesuficient
systems, contain all information about a model fevstate). to define all the aspects in a given informatiorstesn are
In decision systems, the same or indiscernible abjenight ~ Presented.
be represented more than once or the attributes beatpo  Let us assume thad is an information system that contains

many. In this case, the resulting table will begeigthan  n number of objects. The indiscernibility mati , for the
desired. The relation about indiscernibility isfaléows.

If a pair of relationR 1 X X X is either reflective (if an
object relates to itselkRX), symmetrical (if XRythen yYRX)
or transitive (if XRyand YRz then XRz) then it is an

equivalence relation. The equivalence class »f] X
element contains ally [1 X objects, wher&XRy. Provided Cyq :{aDA | a(Xp): a(Xq)},

information system A is a NXN symmetrical matrix,
containing the elements,, shown below. Each elemegt,,
of this matrix comprises the attributes set thatidguishes the
objects X, and X, -

that A = (U ,A) is an information system, then there is an(p,q =12,........... ,n) (3)
equivalence relation between @By A and aIND, (B): Conceptually the indiscernibility matriM , is a|U| ><|U|
IND , (B) = {(X, y) Ou?|0ad Ba(x) = a(y)} (1) matrix. In order to generate the indiscernibilityatnix, we

INDA(B) , B- is called indiscernibility relation. should consider the different object pairs. Becalige= C,,
If (X, y)D IND, (B) , then the objectx and y are andC,, =[] for all objectsX, andX,, it is not necessary

indiscernible with the attributes iB . The equivalence class t0 calculate half of the elements when generatihg t

of |nd|scern|b|||ty relationB—is represented bDX]B [8' 10] |nd|scern|b|l|ty matrix MA . That will lead to a reduction in

The indiscernibility reIationINDA(B) separates a universal computational complexity.

set U , given as a pair of equivalence relation, into an

{Xl,Xz, ......... ,Xr} equivalence classes family. All D Discernibility Function

Indiscernibility function is a function that defimehow to
distinguish an object or an object set from a dertabsystem
the reIationINDA(B) in setU forms a partition of set) of an object universe. Indiscernibility function is

multiplication of Boolean sums. The indiscernilgilimatrix
M, for any objectx JU , the indiscernibility matrix is

equivalence classes fami{)b(l,Xz, ......... ,Xr} defined by

and it is represented bBD. The equivalence classes family

B" is called classification and represented by theression

U/|NDA(B) . The objects belonging to the same 9enerated as follows. Indiscernibility functiof‘nA for an

. . . . information system is a Boolean function Af number of
equivalence classesX; are indiscernible; otherwise, the

Boolean variables D, D, ........... , 2 corresponding the
objects are discernible by attributes sulidefThe equivalence _ 48 _ 6\“ 3 P _ 9 _
classesX (12’ __________ ’r) of IND, (B) relation are called attributesd;,a,,..........,a, . Indiscernibility function f, is

. . . expressed as follows:
elementary set8 in an information systerf . ; ( o5 D) 3
[X]Bshows an elementary s& containing the elemenx A\A1 gy 8 )=
and it is defined by the following equation (2): D{D CoqllSgspsnc, # D} (4)
[X]B :{YDU | XIND, Y} (2)  The formulas below are obtained:
A sequenced pail(U,INDA (B)) is called approximation C,, ={aDA|a(xp)¢ a(xq)} (p,q: 12,........ ,n) (5)
space. Any finite combination of elementary sets an 0 _],0
approximation space is called a set defined in theCpq {a |aDCPq} 6)

approximation space [7].A elementary sets of an



It might be possible to generate an indiscernipifitnction
from an indiscernibility matrix M, related to the
objectx U .

The functionf, (X) is a multiplication function of the sum of

Boolean variable4A| while the variablea” refers to the

attribute@ . Every combination offA(X) comes from the

object y JU that cannot be distinguished fromand each

term in the combination
distinguishes one from another.

f,(x)= u{ZaD |adM ,(x, y)veM,(x,y) # D}(?)

y
The base contents ofA(X) in the universeU show the
smallest subsets oA that is required distinguishing the
objects from the object.

V.
The basic idea underlying the rough sets theoty generate
the set approaches using the pair relakidb , (B) If X

cannot be accurately defined using the attribufe pthen
the lower and upper approximations are expresseet us

assume thatAZ(U,A) is an information system and
BOA andX U . X can be approached only using the
information contained inB, when X generatesB -lower

SET APPROXIMATIONS

and B -upper approximations, represented BX and EX,

respectively. Here, the lower and upper approxiomatiare
defines as follows:

BX :{Xl[X]B O X}
BX :{x|[x]B n X # 0}

(8)
(9)

The objects iBX , B are classified certain members Xf
on the base of the information containedBnThe objects in

BX can be classified probable membersXfon the base of
the information contained iB .

BN, (X)=BX - BX 10]

The equation (10) is calle® -boundary region oK , and
then it comprises the objects that cannot be diedsiertainly

members of X on the base of the information contained

in B. The setU — BX is called B -outside region oX ,
and it comprises the objects that certainly nobibglto X on
the base of the information contained3n

If BN (X)=BX - BX =0, which isBX = BX , the
set B is called certain setBNB(X)¢ BX - BX 0 If

BX # BX , then the seB is called rough set. In this case,
the set B can be qualified only with lower and upper

represents the propertyt tha

approximations. Fig. 1 shows the lower and

approximations of seX _

upper

Lower approxmation

Upper approximation

Figure 1. Upper and lower approximations of okt

The lower and upper approximations have the prmzethat
are shown below:

B(x)O x 0B(X) (11)

B(O)=B(0)=0, BU)=BU)=U @2
3. B(XxOY)=B(X)DOB(Y) (13)
4. B(X nY)=B(X)n B(Y) (14)
5. XOY  implies B(X)OB(Y) and

B(X) O B(Y) (15)
6. B(XxOY)DOB(X)OB(Y) (16)
7. B(X nY)OB(X)n B(Y) (17)
8. B(-X)=-B(x) (18)
9. B(-X)=-B(X) (19)
10. B(B(x)) = B(B(X)) = B(X) (20)
11. B(B(X)) = B(B(X))= B(X) (21)

Here,— X meand) — X .
One can define the following four basic classesoafjh sets,
i.e., four categories of vagueness:

X is roughly B -definable, iff B(X ) # 0 and
B(X)zU.

X is internally B -undefinable, iﬁE(X) =
and §(X) zU.

X is externallyB -undefinable, iﬁE(X) # [
and §(X) =U.

X is totally B -undefinable,E(X) =0 and
B(X)=U.

The intuitive meaning of this classification is tielowing.



X is roughly B -definable means that with the help &  Here the coefficientary (X) is called the accuracy of the
we are able to decide for some elementsUofthat they
belong to X and for some elements dfJ that they belong o
to-X. expressed aP3(X )‘ and the number of members of the set
X is internally B -undefinable means that usiBy we are

able to decide for some elementsldfthat they belong to - B(X) is expressed @(XN .

X but we are unable to decide for any elem&htwhether |t is obvious tha < aB(X) <1 (aB(X) D[O,l])

it belongs toX . _ . If ag(X)=1 then X is called certain relating t&
X is externally B -undefinable means that usiBgwe are

able to decide for some elementsdf that they belong toX ~ Otherwise if g (X)<1 thenX, is called rough relating
but we are unable to decide for any elemddt whether it toB.

belongs to X .

X is totally B -undefinable means that usify we are

unable to decide for some elementldf whether it belongs to VI. RULE INDUCTION FROMCOMPLETE DECISIONTABLE

X or-X[8]. . : . . _
The universe can be divided into three disjoiniorg using A decision table is an information system= (U Al {d})

the upper and lower approximations, relating to anyuch that eacA[] A is a condition attribute and J A is a
subsetX [JU . Boundary, positive and negative regions aredecision attribute. Let V, be the value set

approach and the number of members of theE(@K) is

R iiS_below. {dl,dz, ......... ,du} of the decision attributdl . For each
IE(I\;E(())(()): :g:;_g(X) (222)3 value d; 0V, , we obtain a decision class

=U-B > U, ={x0U |d(x)=d,} where
NEG(X)=U - B(X) 24)

u=u,0uU,d..... u ie,u= and for
A member of the negative regidNEG(X) does not belong [Val ( |Vd| )

to X. A member of the positive regioFl’OﬂX) belongs EVeY% ybu;, d(X) = d(y)'

to X , and only one member of the boundary region'"® B -positive  region  of d is defined
BND(X) belongs toX [12]. These regions are shown in byPO%( ) (U )D B(U )D ------- 0 B(U\v\)

the Fig. 2. A subset B of A is a relative reduct ofT if
PO%(d)Z POSA(d) and there is no subsd’ of B

with POS, (d) = POS, (d).
We define a formula

(a, =v,)0(a, =v,)O.........] O@, =v,) in T

(denoting the condition of a rule) whera; LJ A and

[raverse >

v, OV, (1S j< n). The semantics of the formulaTnis

Boundary Region (BND)_— defined by
l(a =v,) 08, =v,) O.......... O, =v,)|. =
{xou |a,(x)=v,,a,(x) = v,,......... a,(x)=v,}
Let @ be a formula
Figure 2 The negative, positive and the boundary regiorsroiugh set (al = V1) | (az = Vz) O] [ (an = Vn) inT.
A rough set can be characterized intuitively wit following A decision rule forT is of the formy — (d =d ) and itis
coefficient: true ifn¢|]_r O Hd =d, |]T (— U
a (X) |B )| Card(_ ) (25) The accuracy and coverage of a decision rulef the form

‘B )( C&rd(ﬁ ) 9 - (d = di) are respectively defined as follows:



‘Ui n “¢|]T‘

accurac:)(T,r,Ui ) = ‘ ¢| T‘ (26)
coverage(T,r,Ui ) = % (27)

In the evaluations*Ui| is the number of objects in a decision

classU, andm¢|]T‘ is the number of objects in the universe

Vel that satisfy conditionp of

ruler . Therefore,‘Ui N [[¢|]T‘ is the number of objects
satisfying the condition @
clasdJ, [13].

In this study, different kinds of rules are genedabased on
the characteristics from the decision table usinQSE2
(Rough Set Data Explorer) software.

restricted to a decision

ROSE2 is a modular software system implementingcbas
rule discover

elements of the rough set theory and
techniques. It has been created at the laborafohytaligent

Decision Support Systems of the Institute of Corimgut
Science in Poznan.

ROSE2 software system contains several tools foghset
based knowledge discovery. These tools can bel latdoelow
(http://idss.cs.put.poznan.pl/site/rose.html):

e data preprocessing,
numerical attributes,

including discretization

of

A LEMZ2 Algorithm

LERS [14] (LEarning from examples using Rough Seth
rule induction algorithm that uses rough set theioryrandle
inconsistent data set, LERS computes the lowercapation
and the upper approximation for each decision qondd=M2
algorithm of LERS induces a set of certain rulesnfrthe
lower approximation, and a set of possible rulesmfrthe
upper approximation. The procedure for inducing rilles is
the same in both cases [19]. This algorithm foll@vdassical
greedy scheme which produces a local covering @h ea
decision concept, i.e., it covers all examples fritni@ given
approximation using a minimal set of rules [20].

B MODLEM Algorithm

Preliminary discretization of numerical attributés not
required by MODLEM. The algorithm MODLEM handles
these attributes during rule induction, when eletagn
conditions of a rule are created. MODLEM algorithas two
version called MODLEM-Entropy and MODLEM —-Laplace.
A similar idea of processing numerical data is alsosidered
in other learning systems, i.e., C4.5 [21]
iscretization and tree induction at the same timegeneral,
ODLEM algorithm is analogous to LEM2. MODLEM also
uses rough set theory to handle inconsistent exasmahd
computes a single local covering for each approtionaof
the concept [19]. The search space for MODLEM iggbri
than the search space for original LEM2, which getes
rules from already discretized attributes. Consatiyerule
sets induced by MODLEM are much simpler and stronge

C Explore Algorithm

* performing a standard and an extended rough sgtypiore is a procedure that extracts from datadattision

based analysis of data,

» search of a core and reducts of attributes permitti
data reduction,

rules that satisfy requirements, regarding i.eersith, level of
discrimination, length of rules, as well as corais on the
syntax of rules. It may also be adapted to hamerisistent
examples either by using rough set approach omhing a

« inducing sets of decision rules from rough Proper value of the discrimination level. Inductiohrules is

approximations of decision classes,
e evaluating sets of rules in classification expenitag

e using sets of decision rules as classifiers.

performed by exploring the rule space imposingriegins

reflecting these requirements. Exploration of thke ispace is
performed using a procedure which is repeated fche
concept to be described. Each concept may reprasdass of
examples or one of its rough approximations in cae

All computations are based on rough set fundamentainconsistent examples. The main part of the allgorits based

introduced by Pawlak [4]. To obtain the decisiotesufrom
the decision table, the algorithms LEM2 [14, 15], Bxplore
[17] and MODLEM [18] are utilized. LEM2, Explore dn
MODLEM algorithms for rule induction which are usiedthis
study will be defined briefly as follows. These @iighms are
strong for both complete and incomplete decisioblea
induction.

on a breadth-first exploration which amounts to egating
rules of increasing size, starting from one-conditirules.
Exploration of a specific branch is stopped as sasm rule
satisfying the requirements is obtained or a stagppondition,
reflecting the impossibility to fulfill the requireents, is met
[20].

performs



D Example

Let us assume that we have the followihgomplete decision
table in Table I. In this tabld) represents the universé)
represents the attributesl, represents the decision classes,
andV represents the values that each attribute has.

U :{XllX2’XS’X4'X5’XG’X7’X8'X9'X10’X11'X12}
A={a,a, 8,2} . d={123 . v,={123 .

v, ={13}.v, ={1234}, v, ={1245}

TABLE I. A COMPLETEDECISIONTABLE
U l|ala|ala|d
x, |1 [3 |2 [5 |1
X, |2 3 [4 |2
x, |1 |3 |2 1
x, |1 |1 |2 [2 |1
x; |3 |3 [4 |1 |2
x |3 [3 [1 |2 |3
x, |2 |1 3 |4 |2
x, |3 |3 [4 |1 |2
x, |1 |3 |2 [5 |1
x, |1 |3 [2 |5 |2
x, |3 [3 [1 |2 |3
x, 2 |1 [3 [4 |3

Exact and approximate rules generated using altgosit
LEM2, Explore and MODLEM (MODLEM-Entropy and
MODLEM-Laplace) from the decision tables are shdeiow

with IF-THEN.

rule 1: IF (a2 =1) AND (a4 =2) THEN (d = 1)
rule 2: IF (a3 =4) THEN (d = 2)

rule 3: IF (a3 =1) THEN (d = 3)

rule 4: IF (a4 =5) THEN (d =1) OR (d = 2)
rule 5: IF (a1l = 2) THEN (d =2) OR (d = 3)
rule 6: IF (a3 =4) THEN (d = 2)

rule 7: IF (a4 = 1) THEN (d = 2)

rule 8: IF (a3 =1) THEN (d = 3)

rule 9: IF (a1 = 3) AND (a4 = 2) THEN (d = 3)

rule 10: IF (a2 = 3) AND (a4 = 2) THEN (d = 3)

rule 11: IF (al < 1.5) AND (a2 < 2) THEN (d = 1)

rule 12: IF (a3 >= 3.5) THEN (d = 2)

rule 13: IF (a3 < 1.5) THEN (d = 3)

rule 14: IF (a4 >= 4.5) THEN (d = 1) OR (d = 2)

rule 15: IF (al >= 1.5) AND (a2 < 2) THEN (d = 2Rad =3)

rule 16:
rule 17:
rule 18:
rule 19:
rule 20:

IF (al < 1.5) AND (a2 < 2) THEN (d = 1)
IF (a3 >= 3.5) THEN (d = 2)

IF (a3 < 1.5) THEN (d = 3)

IF (a4 >= 4.5) THEN (d = 1) OR (d = 2)

IF (al >= 1.5) AND (a2 < 2) THEN (d = 2RQd =3)

Among these rules; Rule 1-Rule 5 are produced B2,
Rule 6-Rule 10 are produced by Explore algorithRge 11-
Rule 16 are produced by MODLEM-Entropy and findRule
16- Rule 20 are produced by MODLEM-Laplace alganith

VII. CONCLUSION

In parallel with the rapid developments in both qoner
hardware and software industries, the increaséénstorage
capacities of huge databases, the data miningrendsage of
the useful patterns that are residing in the daedabecame a
very important research area. To discover the rues
interesting and useful patterns among these stdega, the
data mining methods are used. Rules are one ofvitiely
used techniques to present the obtained informa#onule
defines the relation between the properties andcesgia
comprehensible interpretation. If the data is inptate or
inaccurate, the results extracted from the datadaseg the
data mining phase would be inconsistent and mebassg
Rough set theory is a new mathematical approacth insthe
intelligent data analysis and data mining if datamcertain or
incomplete.

In this study, the mathematical principles of tlmugh set
theory are discussed and an application aboutdisigovery
using rough set theory from a decision table iss@néed.
LEM2, Explore and MODLEM algorithms in the software
ROSE?2 are used to discover these rules.

MODLEM algorithm has two version called MODLEM-
Entropy and MODLEM -Laplace. In the given applioati
there are twelve elements in the universe. Consiglethat
much more data exist in the real life problemsaih be seen
that how important this method is to discover theeriesting
patterns.

Also, these algorithms have different approachesthe
decision rules that are produced from decisioretabhd have
strong characteristics comparing to each other.
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